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Abstract  Keywords 

This study aims to examine the scoring reliability of comparative 
judgement under different sample sizes and standard error 
termination rule conditions. For this purpose, a Monte Carlo 
simulation study with 9 conditions and 82 iterations was 
conducted with sample sizes of 250, 500 and 1000 and standard 
error termination rules of 0.40, 0.35 and 0.30. In addition, a 
application for assessing writing skills was conducted with a 
sample of 50 students using the standard error termination rule of 
0.40 and a maximum number of comparisons of 40. In the 
simulation study, scoring reliability was determined by true 
reliability, rank order accuracy and scale separation reliability. In 
the application, the correlation between scores that are obtained 
with a holistic rubric and ability estimates that are obtained with 
adaptive comparative judgement as well as the correlation between 
scores that are obtained using an analytic rubric and ability 
estimates that are obtained with adaptive comparative judgement 
were examined. In addition, scale separation reliability was 
calculated to obtain ability estimates using adaptive comparative 
judgement. The simulation results showed a high level of reliability 
in all conditions. Moreover, reliability was high, independent of the 
sample size. We conclude that stricter standard error termination 
rules lead to higher levels of reliability, but this requires 
performances to be subjected to a higher number of pairwise 
comparisons. The application results showed high scale separation 
reliability of .89 and correlations of over 0.70 with the scores 
obtained by using both holistic and analytic rubrics. Overall, the 
results of the study suggest that adaptive comparative judgement 
can be used in both classroom and large-scale assessment 
applications. In addition, adaptive comparative judgement is 
considered advantageous because it is easier to administer, does 
not require a difference in the testing process, and places the 
abilities on a continuous scale. 
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Introduction 

Rubrics are used to ensure scoring reliability in the assessment of the performance outcomes 

that are produced by individuals. In order to prevent biases that may arise from a single rater, the most 

commonly used method is to score the performance independently by at least two raters with rubrics 

consisting of three to five categories, and a high level of agreement between the two scoring is expected. 

The main purpose of using rubrics with a maximum of five categories is to keep the agreement between 

the raters as high as possible. In fact, as the number of categories increases, the level of disagreement 

may also increase (Goossens & De Maeyer, 2018). This situation brings with it the structuring of the 

performance tasks in accordance with the rubric with a limited number of categories, in other words, 

preferring higher reliability over higher validity (van Daal, Lesterhuis, Coertjens, Donche, & De Maeyer, 

2019). 

In particular, rubrics that are used in the assessment of higher-level skills have more than one 

component; therefore, the use of analytical rubrics requires each component to be scored separately. 

This increases the time allocated for assessment. Another important issue is that in the assessment of 

performance outcomes that focus on skills such as creativity, the outcome that is the basis of the 

assessment has a different identity than the sum of the components of the rubric; in other words, the 

asssessed skill is different from the sum of the components of the analytic rubric (Jones & Davies, 2023). 

In order to avoid this problem, if a holistic rubric is used instead of the analytical rubric, it is not possible 

to assess with enough precision to reveal the differences in individuals' performances. This dilemma 

causes a significant limitation in situations where differences among individuals need to be revealed in 

terms of assessed performance outcome.  

Another limitation of traditional systems based on two raters is the need for expert raters. What 

is meant by expertise here is not only competence and experience in the field, but also standardization 

in the scoring process. In cases where the number of expert raters is limited, there is a need for a scoring 

approach where decisions can be made based on an approach that requires relatively less expertise. 

Although it seems possible to assess performance with reference to an absolute level of 

competence with the help of a rubric, it is known that raters are influenced by their previous scoring 

and this is reflected in their scoring performance (Bloxham, 2009; Crisp, 2013). This is in line with 

experimental psychologist Laming's (2003) statement, “There is no absolute judgement. All judgements 

are comparisons of one thing with another.” Laming states that although an absolute assessment is 

desired due to the nature of the trait to be assessed and the purpose of the assessment process, this is 

not possible due to the nature of the rating behaviour. It seems possible to minimize all these limitations 

related to the use of traditional methods based on rubrics in the holistic assessment of performance with 

the use of comparative judgements (CJ). 

The CJ is essentially based on Thurstone's principle of comparative judgements, where the rater 

is presented with the performance of two different individuals and is expected to decide only which 

performance is holistically better than the other. In this way, each performance is subjected to multiple 

pairwise comparisons. Ability estimation is performed by the Bradley-Terry-Luce (BTL) model (Bradley 

& Terry 1952; Luce 1959), which is very similar to the Rasch model. The basic premise of BTL is that it 

is easier for raters to make relative judgements than absolute judgements (Bramley, 2005). In addition, 

two raters may not agree on the scoring of two different performances, but they are likely to agree on 

which one is “better” (Bramley, 2007; Steedle & Ferrara, 2016). In fact, it is considered sufficient to 

provide limited training to the raters in the assessment using the pairwise comparison method 

(Heldsinger & Humphry, 2013). 
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With its advantages, CJ has found its place primarily at the K-12 level with its use in teachers' 

performance assessment practices in the classroom (Steedle & Ferrara, 2016). In particular, the increase 

in research on the reliability of teachers' ratings and the observation that teachers' ratings are mostly 

variable in these studies (Humphry & Heldsinger, 2019) has led to an increase in the number of 

applications of the CJ that are much easier than rubric-based assessment and thus provide highly 

reliable results. In this regard, nomoremarking.com is particularly prominent with its studies based on 

comparative judgements of teachers in approximately 2000 schools in the United Kingdom for five years 

to assess writing skills longitudinally at the primary education level (Christodoulou, 2024). In other 

words, in recent years, in both formative and summative assessment practices in the classroom and in 

large-scale applications, the CJ has found itself more and more in practice. 

In assessment practices in Turkey, it can be said that the use of multiple-choice items in national 

exams for placement has increased the use of multiple-choice items at all grades. However, the Ministry 

of National Education (MoNE), with its new curricula within the framework of the Turkish Century 

Education Model, has published a regulation that directs teachers to use open-ended items instead of 

multiple-choice items by emphasizing productive language skills (MoNE Measurement and Evaluation 

Regulation, 2023). As a result, an increase in the use of open-ended items is expected at the K-12 level. 

With this regulation, in addition to this in-class use, some of the written exams at the secondary 

education level were structured as common written exams across the country. In the continuation of 

this process, it can be expected that open-ended items will also be used in the high-stakes national 

placement exams organized by MoNE. Since it is unlikely that the number of expert raters will reach a 

sufficient level in exams to be administered to large masses of hundreds of thousands, there may be 

significant concerns about scoring reliability. The fact that the CJ enables high reliability with non-expert 

raters in both classroom applications and large-scale high-stakes exams offers an important opportunity 

to eliminate possible problems that may arise in these administrations in Turkey. 

Development of Comparative Judgement 

The main components of the CJ implementation can be analyzed in four parts: selecting object 

pairs to be compared, ability estimation, reliability, and termination rule. Although the first step is 

selecting the object pairs to be compared, the introduction of these components starts with ability 

estimation, since chronologically the work on ability estimation is at the forefront in the development 

of the model. 

Ability estimation 

Thurstone's (1927) law of comparative judgement provided the first method for estimating 

distances between objects on a latent scale. Subsequently, Bradley and Terry (1952) and Luce (1959) 

showed how logistic functions can be applied to analyze comparative judgement data, and Andrich 

(1978) showed that Thurstone's model overlaps with the Rasch logistic model: 

𝑃𝑘(𝑎𝑗) = 𝑝(𝑋𝑗𝑘 = 1|𝑎𝑗 , 𝑎𝑘)
exp(𝑎𝑗 − 𝑎𝑘)

1 + exp(𝑎𝑗 − 𝑎𝑘)
 

The expression 𝑃𝑘(𝑎𝑗) or 𝑝(𝑋𝑗𝑘 = 1|𝑎𝑗 , 𝑎𝑘) indicates the probability that object j is preferred to 

object k. In this case 𝑋𝑗𝑘 = 1means that object j is preferred to object k. Here 𝑎𝑗 and 𝑎𝑘 represent the 

ability estimates of objects j and k in logit units, respectively. 

The CJ practices are based on a relative assessment on the basis that an absolute assessment is 

not possible due to the nature of human beings. This may bring to researchers' minds the issue of how 

this method can be used in situations where there are absolute assessment expectations. Here, anchor 

objects are used to place the ratings on an absolute scale (Heldsinger & Humphry, 2013; Using anchors 

to link judging sessions, 2016). Accordingly, objects that have been rated as absolute by an expert group 
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are also included in the CJ process. In this way, it is possible both to place the ratings on an absolute 

scale and to assess individuals by equating them on the same scale in applications performed for the 

same purpose at different times (Benton, 2021). 

Selecting the Object Pairs to be Compared 

It is seen that studies on CJ have increased in recent years (Benton, 2021; Bramley & Vitello, 

2019; Crompvoets, Béguin, & Sijtsma, 2020; Crompvoets, Béguin, & Sijtsma, 2022; Holmes, Meadows, 

Stockfor, & He, 2018; Humphry & Heldsinger; 2019; Lesterhuis, Bouwer, Van Daal, Donche, & De 

Maeyer, 2022; van Daal et al., 2019; Verhavert, Bouwer, Donche, & De Maeyer, 2019; Verhavert, Furlong, 

& Bouwer, 2022). Among these, the study by Pollit (2012) is particularly important. This study 

introduced the idea of selecting object pairs with a method called the Swiss System instead of randomly 

generating pairs of objects, and with this selecting process, the method was named scoring with 

adaptive comparative judgement (ACJ). However, this selection method has been criticized for 

allegedly leading to unrealistically high estimates of scale separation reliability, which is a measure of 

reliability in CJ applications (Bramley, 2005; Bramley & Vitello, 2019). Considering that high scale 

separation reliability should be achieved with a low number of pairwise comparisons for assessment 

precision in CJ, it can be said that it is a necessity to ensure adaptiveness in selecting objects. This 

necessitated the emergence of new adaptive methods other than Pollit's proposal. 

The process in the ACJ can be likened to a typical computerized adaptive test (CAT) 

administration (Crompvoets et al., 2020). This is particularly due to the adaptive nature of selecting 

object pairs to be compared in ACJ. Similar to the item selection algorithm in the CAT, the selection of 

object pairs to be compared in ACJ is done using the Fisher information function (Pollit, 2012). However, 

in the method proposed by Crompvoets et al. (2020), after each tentative ability estimation, the object 

with the highest standard error is determined from the objects in the pool and its counterpart is selected 

through a probability density function. With 𝜃𝑖 ~ 𝑁[𝜃𝑖, SE(𝜃𝑖)] (where SE is the estimated standard error 

and 𝜃𝑖 is the estimated tentative ability level), the probabilities are obtained by dividing the density 

value of each possible object j by the total density value of each possible object j to be selected. When 

selecting according to the probability density function, the selected object will be similar to the initial 

object in terms of ability level but with a higher standard error. This adaptive selection method is 

utilized in this study. 

Reliability 

Reliability in CJ is calculated by scale separation reliability (SSR). SSR provides information 

about the level of agreement of the raters regarding the levels of performances (Verhavert et al., 2019). 

SSR, which is an indicator of reliability, was formulated by Andrich and Douglas (1977) as follows (as 

cited in Gustafsson, 1977); 

SSR = 
𝜎𝑎

2− 𝑀𝑆𝐸

𝜎𝑎
2   

in the above formula, 𝜎𝑎
2represents the variance of the ability estimates and MSE represents the 

arithmetic mean of the squares of the standard errors as follows: 

𝑀𝑆𝐸 =  
∑ 𝑠𝑒𝑎𝑗

2𝑛
𝑗

𝑛
 

where se represents the standard error. 

Termination Rule 

Another important component in CJ is the termination rule. When the studies are analyzed, it 

is seen that a termination rule based on a fixed number of pairwise comparisons or an average number 

of pairwise comparisons is mostly used (Crompvoets et al., 2020; Lesterhuis et al., 2022; Pollit, 2012; 

Sims, Cox, Eckstein, Hartshorn, Wilcox, & Hart, 2020; Thwaites, Kollias, & Paquot, 2024). However, 

subjecting object pairs at different ability levels to an equal number of pairwise comparisons leads to 
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different levels of error in the ability estimates; in this case, the standard error of the estimates increases 

as we move to the two ends of the ability distribution (Crompvoets et al., 2020; Uysal, Gürel, Şahin, 

İbileme, & Yıldırım Görgülü, 2024). In order to find a solution to this issue, Verhavert et al. (2022) used 

SSR as a termination rule, according to which the pairwise comparison process is terminated when a 

predetermined reliability value is reached. However, even a high SSR does not guarantee a given 

standard error value for all ability estimations. Therefore, it would be more accurate to ensure that the 

standard errors of the ability estimates of all objects are at a predetermined level. In other words, similar 

to the CAT applications, the termination rule should be based on the standard error of the ability 

estimates. 

Current Study 

While some of the studies in the literature use semi-random selection for selecting objects, it is 

seen that studies using adaptive selection have come to the fore in recent years (Crompvoets et al., 2020; 

Crompvoets et al., 2022; Holmes et al., 2018; Lesterhuis et al., 2022; Pollit, 2012; Sims et al., 2020; Thwaites 

et al., 2024; van Daal et al., 2019; Verhavert et al., 2019; Verhavert et al., 2022). In these studies, SSR 

values between 0.70 and 0.95 were obtained with different numbers of pairwise comparisons based on 

the domain to which the objects belong. However, the termination rule is generally based on the average 

number of pairwise comparisons per object; as mentioned above, there have also been new studies 

based on SSR-based termination. However, these termination approaches can result in low standard 

errors for some objects and high standard errors for others. It would be possible to set a limit value for 

the standard error of each ability estimation by using a standard error-based termination rule, just like 

in CAT applications. However, there is no study in the literature that uses a standard error-based 

termination rule in ACJ studies. In this study, the performance of an algorithm based on the adaptive 

selection of objects to be compared and the standard error termination rule is demonstrated for the first 

time. For this purpose, the first part of the study examines the changes in the average number of 

pairwise comparisons, true reliability, rank order accuracy, and SSR values when different standard 

error values are used as a termination rule by using data sets generated for different sample sizes. The 

results of this Monte Carlo simulation study, which compares the performance of the termination rule 

based on standard errors of 0.30, 0.35 and 0.40 in three different sample sizes that can be considered as 

medium (250) and large (500 and 1000) considering the CJ studies, will guide researchers in real-world 

applications. The choice of 0.30, 0.35 and 0.40 as standard error values is due to the fact that these values 

are the most preferred values within the framework of the standard error termination rule in CAT 

applications. Of course, it can be predicted that reliability will increase as the standard error value 

decreases; however, it should not be ignored that there will be a significant increase in the number of 

pairwise comparisons as a result of this. Therefore, the main purpose of this research is to find the most 

appropriate standard error value and to reach a value where the number of pairwise comparisons in 

the application is reasonable, in other words, to focus on assessment precision. It should be kept in mind 

that while very good values for standard error and SSR can be obtained, dramatic increases in the 

average number of pairwise comparisons would create a significant usability problem in real-world 

applications. For this reason, in the second part of the study, the real-world application, a standard error 

value of 0.40 was chosen for the termination rule. However, a maximum number of pairwise 

comparisons was determined as in the CJ applications. Accordingly, even if the standard error of 0.40 

was not achieved in 40 pairwise comparisons, the pairwise comparison process for the relevant object 

was terminated. The maximum value of 40 pairwise comparisons was determined in alliance with the 

simulation results. 
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Method 

The research consists of two parts: simulation study and application. The simulation study and 

the application are described below, respectively. 

Simulation Study 

The first part, a Monte Carlo simulation study, used a fully crossed design. Three sample sizes 

(250, 500 and 1000), three standard error values for termination (0.40, 0.35 and 0.30), 2 factors and 9 

conditions were studied. Since the current research examines CJ in large-scale applications, 500 and 

1000 conditions were defined for the sample size as well. In addition, the 250 condition was considered 

to represent a medium sample size. Steedle and Ferrara (2016) used a sample of 200 objects in their 

study, while Pollitt (2012) used a sample of 1000 objects. The study is designed to examine the variation 

between these sample sizes. 

Objects’ abilities were generated using a normal distribution with a mean of 0 and a standard 

deviation of 1. As the standard deviation values of the generated abilities change, the standard error 

estimates vary. In order to generate reasonable standard errors, the standard deviation was taken as 1 

as suggested by Crompvoets, Béguin, & Sijtsma (2021). The approach of Crompvoets et al. (2020) is 

taken as a reference for the coding of the adaptive selection algorithm and ability estimates. The coding 

of the standard error termination rule is original. The data were generated and analyzed using R 

software (R Core Team, 2023) on a Linux operating system. The analysis was performed on the Turkish 

National Science Infrastructure (TRUBA) of Tübitak and 56-core computers were used. Tasks were 

distributed to the cores in the computer by parallelization. The doParallel package (Daniel, Microsoft 

Corporation, Weston, & Tenenbaum, 2022) was used at this stage. Slurm was used to send tasks to the 

TRUBA system. Due to the large size of the data matrix, the TRUBA system was resorted to because of 

the time constraints when running the TRUBA system. For this reason, 82 iterations could be completed 

for each condition in the study. 

When evaluating the findings obtained as a result of the simulation study, the average number 

of pairwise comparisons indicating the number of times each object was compared, the SSR, rank order 

accuracy and true reliability values described above were used. Rank order accuracy is calculated via 

the Spearman rank difference correlation between the generated and predicted ability ranks, while true 

reliability is calculated via the square of the Pearson product-moment correlation coefficient between 

the generated and predicted abilities. 

Application 

The application was carried out under an observational design. In this context, students' 

abilities were estimated through ACJ. In the application, a software that is developed by the researchers 

within the scope of a project called “Development of a System and Software for Scoring Open-Ended 

Items with Adaptive Comparative Judgement “ supported by ÖSYM was used. Within the scope of the 

research, the data set in the The English Language Learner Insight, Proficiency and Skills Evaluation 

(ELLIPSE) Corpus (Crossley et al., 2023) was used. The ELLIPSE Corpus dataset is a dataset collected 

as part of an automatic rating study and made available to researchers for scientific purposes through 

a CC BY-NC-SA 4.0 DEED Attribution-NonCommercial-ShareAlike 4.0 International license. The 

dataset includes the essays written by 8th-grade students in the USA, whose second language is English, 

on “the effects of technology on human life” and the scores obtained by the assessment of these essays 

by expert raters. The essays were previously scored by two raters both holistically in terms of general 

English language proficiency and analytically in terms of cohesion, syntax, vocabulary, phraseology, 

grammar and conventions. Both the scores obtained holistically and the scores obtained analytically 

with the sum of the 6 sub-dimensions were transferred to this study. Out of the 250 writing samples 

given in the relevant chapter, 50 were selected in such a way that the standardized analytic total score 
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followed the standard normal distribution as closely as possible. The standardized analytical total 

scores ranged from -1.88 to 2.63 with a mean of 0.10 and a standard deviation of 0.96. The rationale for 

this choice is that ability levels in the simulation study were generated by a standard normal 

distribution. The holistic scores for the English language proficiency of the 50 responses ranged between 

2 and 5. One student scored 2, seven students scored 2.5, thirteen students scored 3, eighteen students 

scored 3.5, eight students scored 4, two students scored 4.5 and one student scored 5. The total number 

of words in 50 writing samples ranged between 152 and 1532, with a median of 449 words and an 

average of 535 words. Since it is aimed to assess the samples holistically in terms of language skills, it is 

suitable for rating with CJ. Full details about the relevant dataset can be found at 

https://github.com/scrosseye/ELLIPSE-Corpus. 

The ACJ was performed by four of the authors of this study. The rater authors had English 

proficiency at the C1 level and did not receive any scoring instructions other than selecting the better 

writing performance in general. The main purpose here was to test the expectation of achieving high 

reliability even with non-field expert raters, which is one of the main advantages of the CJ. In order to 

evaluate the performance of the ACJ after the application, the correlation between the ability estimates 

obtained with the ACJ and the English language proficiency holistic scores and standardized analytic 

total scores scored by the experts was reported along with the SSR. 

Results 

Simulation Study Results 

In this study, which aims to determine the consistency of ability estimates when adaptive 

selection is preferred in CJ, at different sample sizes and when different standard error termination rules 

are applied, the relationship between ability estimates and standard errors is first presented. To 

determine the reliability of the ability estimates, the true reliability, rank order accuracy and SSR 

obtained under different simulation conditions are reported. Finally, to evaluate the usefulness of the 

ACJ, we report the sample size and the average number of pairwise comparisons to satisfy each 

termination rule. 

  

https://github.com/scrosseye/ELLIPSE-Corpus
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Figure 1. The relationship among ability estimates and standard error in different sample sizes 

Figure 1 reveals the relationship between the ability estimates obtained with different standard 

error termination rules at different sample sizes and the standard errors of the ability estimates. In 

Figure 1, TR40 refers to the results obtained with a standard error termination rule of 0.40, TR35 refers 

to the results obtained with a standard error termination rule of 0.35, and TR30 refers to the results 
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obtained with a standard error termination rule of 0.30. In all the conditions analyzed, the standard 

error value, which is the basis for the termination rule, was achieved. In the centre of the ability 

distribution, much better standard error estimates were obtained than with the termination rules. In 

addition, the termination rule of 0.40 produced standard error estimates over a wider range, while the 

termination rule of 0.30 produced standard error estimates over a narrower range. 

Table 1. Averages for true reliability, rank order accuracy and SSR by diferent simulation conditions 

 True Reliability Rank Order Accuracy SSR 

N TR40 TR35 TR30 TR40 TR35 TR30 TR40 TR35 TR30 

250 0.859 0.888 0.916 0.918 0.936 0.951 0.841 0.881 0.913 

500 0.858 0.889 0.917 0.920 0.938 0.954 0.843 0.883 0.916 

1000 0.860 0.889 0.916 0.922 0.938 0.953 0.844 0.883 0.916 

Table 1 presents the averages of true reliability, rank correlation and SSR under different 

simulation conditions over iterations. When Table 1 is examined, it is determined that the averages of 

the estimated statistics do not differ much by the sample size. All of the reliability statistics obtained 

indicate a good degree of reliability (Pollit, 2012). It can be concluded that the true reliability, rank order 

accuracy and SSR statistics improve as we move from the relatively flexible TR40 termination rule to 

the relatively strict TR30 termination rule. Figure 2, Figure 3 and Figure 4 show the distributions of the 

consistency statistics obtained in 82 iterations under each simulation condition. 

 
Figure 2. The distribution of true reliability statistics under different simulation conditions 

When the true reliability statistics obtained under different simulation conditions, presented in 

Figure 2, are examined, it is found that the shape of the distribution differs in each condition. Although 

acceptable or good levels of true reliability statistics were obtained in each condition, it was found that 

the estimated true reliability statistics spread over a narrower area with increasing sample size. Higher 

levels of true reliability were also obtained with stricter standard error termination rules. 
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Figure 3. The distribution of rank order accuracy statistics under different simulation conditions 

When the rank order accuracy statistics obtained in different simulation conditions presented 

in Figure 3 are examined, it is found that the shape of the distribution differs in each condition. Although 

acceptable or good levels of rank order accuracy statistics were obtained in all conditions, it was found 

that the estimated rank order accuracy statistics spread over a narrower area with increasing sample 

size. Higher levels of rank order accuracy were also obtained with a stricter standard error termination 

rule. Comparing the actual reliability and the rank order accuracy, the rank order accuracy was found 

slightly higher. 
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Figure 4. The distribution of SSR statistics under different simulation conditions 

When the SSR statistics obtained in different simulation conditions presented in Figure 4 are 

analyzed, it is found that the shape of the distribution differs in each condition. Although acceptable or 

good levels of SSR statistics were obtained in each condition, it was found that the estimated SSR 

statistics spread over a narrower area with increasing sample size. Higher levels of SSR were also 

obtained with a stricter standard error termination rule. Table 2 presents the findings on the average 

number of pairwise comparisons required for objects when different levels of standard error values are 

used as the termination rule. 

Table 2. The required average number of pairwise comparisons to meet the 

related termination rule 

 Standard Error Termination Rule 

N TR40 TR35 TR30 

250 30.56 39.16 52.55 

500 30.46 38.84 51.68 

1000 30.42 38.74 51.38 

Table 2 shows the average number of pairwise comparisons each object should be included in 

to satisfy the relevant standard error termination rule under different simulation conditions. Given the 

information presented in Table 2, the average number of pairwise comparisons is not affected by the 

sample size. However, to ensure a stricter standard error termination rule, many more pairwise 

comparisons are required. 

Application Results 

In the second part of the study, a total of 754 pairwise comparisons were conducted in order to 

obtain ACJ ability estimates for 50 writing performances. On average, each pairwise comparison was 

performed in 2 minutes and 41 seconds, totaling 33 hours, 48 minutes and 28 seconds of scoring. 
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The ACJ ability estimates range from -2.80 to 2.18 with a mean of 0 and a standard deviation of 

1.19. 46 out of 50 writing performances met the standard error termination rule of 0.40, and only 4 

performances were excluded from further pairwise comparisons based on the maximum number of 

comparisons of 40 rule. The standard error estimates for these 4 performances are 0.403, 0.409, 0.417, 

and 0.472 respectively. All of these performances are at high achievement levels and their ability 

estimates range from 1.53 to 2.18. The relationship between ACJ ability estimates and numbers of 

pairwise comparisons is presented in Figure 5. 

 
Figure 5. The relationship between ACJ ability estimates and numbers of pairwise comparisons 

Given the findings presented in Figure 5, it is possible to say that objects with higher levels of 

abilities are involved in a higher number of pairwise comparisons. Moreover, the fact that each object 

is involved in an average of 30.16 pairwise comparisons is in line with the finding presented in Table 2 

that each object needs to be involved in an average number of pairwise comparisons in order to meet 

the standard error termination rule of 0.40 regardless of the sample size. 

The SSR statistic obtained for the ACJ ability estimates is 0.89. This finding shows that the 

reliability is quite high. This result can be considered as an indication that even non-expert raters can 

rate with high reliability. In addition, correlations of 0.71 and 0.73 were estimated between ACJ ability 

estimates and standardized analytical total scores and English language proficiency holistic scores, 

respectively. The relationship between the ACJ ability estimates and the other two scores is visualized 

in Figure 6 in the Appendix. In this context, it can be concluded that the ability estimates obtained with 

the ACJ are compatible with the scores that are obtained using the analytic and holistic rubrics. 
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Discussion, Conclusion and Suggestions 

The aim of this study was to compare the reliability of ACJ at different levels of standard error 

termination rules in different sample sizes. The results of the Monte Carlo simulation show that when 

0.30, 0.35 and 0.40 standard error termination rules are applied, lower standard errors are found at the 

midpoints of ability; moreover, the 0.40 standard error termination rule estimates a wider range of 

standard errors than the 0.35 and 0.30 standard error termination rules. Sample size makes only small 

differences in the results obtained in terms of true reliability, rank order accuracy and SSR. However, 

contrary to the current research, Crompvoets et al. (2020) stated that sample size has an effect on the 

rank order accuracy and true reliability value. At this point, it is important to note that Crompvoets et 

al. (2020) determined the sample size as 20, 25, 30 and 100. The current study, on the other hand, includes 

samples of at least 250 people. However, considering the iterations, it is realized that as the sample size 

increases, the true reliability, rank order accuracy and SSR values are found in a narrower range. 

In general, the rank order accuracy was higher than the true reliability and SSR values. Sample 

size did not make a difference in terms of the average number of pairwise comparisons, and a larger 

number of pairwise comparisons were required to satisfy a strict standard error termination rule. In the 

study, actual reliability, rank reliability, SSR and average number of comparisons differed with respect 

to the standard error termination rule. When the results are considered in general, the rank order 

accuracy is approximately 0.92, 0.94 and 0.95 for the standard error termination rule of 0.40, 0.35 and 

0.30, respectively. This result shows that it is appropriate to use all the standard error stopping rules 

considered in the simulation in cases where ranking is at the forefront, and the standard error 

termination rule can be determined with respect to the acceptable standard error relative to the 

importance of the decisions to be made. However, it should be kept in mind that when applying the 

standard error termination rule of 0.40, 0.35 and 0.30, approximately 30, 39 and 52 average pairwise 

comparisons are required, respectively. When the true reliability values were considered, 

approximately 0.86, 0.89 and 0.92 values were obtained for 0.40, 0.35 and 0.30 standard error termination 

rules, respectively. The SSR, which is prominent in comparative judgement scoring research, was found 

to be 0.84, 0.88 and 0.92 for the standard error termination rule of 0.40, 0.35 and 0.30, respectively. 

Crompvoets et al. (2020) state that a true reliability and SSR value of 0.80 can be achieved with 20-22 

pairwise comparisons. The results obtained are consistent with this evidence. Verhavert et al. (2019) 

stated that approximately 26-37 pairwise comparisons should be made to reach a reliability of around 

0.90. In the current study, reliability values close to 0.90 were reached in an average of approximately 

39 comparisons. Pollitt (2012), on the other hand, reached a reliability above 0.90 after 9 rounds of 

comparison. However, it is believed that the result was caused by the standard deviation value of 3.85 

for ability estimates in Pollitt’s (2012) study. 

The study was conducted under the condition of a maximum standard error of 0.40 for all 

objects. With this standard error termination value, it was aimed that the amount of error for each 

object’s ability estimate would be low. Thus, the decisions made individually about the objects would 

be more qualified. As a matter of fact, when the literature is examined, it is seen that the average 

standard error of ability estimations reaches up to 1.5 (Verhavert et al., 2022). As a result of the current 

study, it was concluded that the adaptive selection algorithm performed adequately in comparative 

judgement. Depending on the importance of the decisions to be made, it was determined that one of the 

standard error termination rules in the current research could be preferred. Moreover, the results of the 

study show that increasing the sample size does not differentiate the results of the research. Therefore, 

in real-life administrations, when sufficient raters are reached, comparative judgement can be 

performed in large samples through the adaptive selection algorithm. 
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In the second part of the study, after the simulation results were obtained and it was determined 

that the sample size did not differentiate the results, the application was carried out with a sample of 50 

students. In the application carried out under similar conditions to the simulation study, a standard 

error termination rule of 0.40 and a maximum of 40 pairwise comparisons for each student were taken 

into consideration. As a result of the application, findings similar to the simulation results were 

obtained. As a matter of fact, 30 pairwise comparisons were made on average per object in the 

application and the result is very close to the average number of pairwise comparisons determined for 

the 0.40 standard error termination rule in the simulation study. While the SSR value is 0.89 in the 

application, it is 0.84 in the simulation study conducted with the standard error termination rule of 0.40. 

The fact that the standard deviation of the ability estimates was 1.19 in the application may have led to 

a higher SSR value in the application. 

A striking factor in the results of the application is that the number of pairwise comparisons 

increases and the standard errors are higher at higher ability levels. This may indicate that raters may 

have difficulty in deciding which performance is better for objects at a higher level of ability. In addition, 

the correlations between the holistic scores and ability estimates through ACJ and standardized analytic 

scores and the abilities estimated through ACJ were found to be above 0.70. It is reported in the literature 

that the correlations between rubric scores and ACJ ability levels can range between 0.38 and 0.92 

(Steedle & Ferrara, 2016). The fact that the ACJ in the application was carried out by four researchers 

who are not experts in the field of English language and who have C1 level English skills and a 

correlation above 0.70 was reached is a promising result for the use of ACJ. Bartholomew, Nadelson, 

Goodridge, and Reeve (2018) conducted CJ with non-teaching individuals in their study and found 

comparable results to this study. The standard errors and reliability estimates obtained as a result of the 

application indicate that ACJ can be used in classroom assessment at the K12 level. In addition, using 

ACJ does not make a difference in students' usual test practices (Pollitt, 2012). 

The ACJ allows the scoring process to be realized with a much easier decision. In addition, it is 

an important advantage that the ability estimates are very similar to item response theory models. 

Moreover, unlike rubrics, ability estimates are obtained on a continuous scale, which makes it possible 

to reveal the differences between individuals more precisely in terms of the measured trait. In the 

application within the scope of the research, a reliability value of approximately 0.90 can be obtained 

with an average of 30 pairwise comparisons. In order to reduce the number of pairwise comparisons in 

real-life administrations, relatively lower reliability levels can be targeted. Especially if a reliability level 

of 0.70 is targeted in classroom applications, it seems possible to achieve this target with much fewer 

pairwise comparisons. 

Considering the average pairwise comparison time obtained for 754 comparisons, the final 

scoring of a performance requires approximately 40 minutes. It should not be ignored that this time is 

achieved with raters who are not English Language experts and in a situation where the average word 

count is high. In addition, given the recent decisions of the Ministry of National Education, it seems 

likely that open-ended questions will be used in high-stakes exams in the short to medium term. If these 

exams are scored with holistic rubrics consisting of five or six categories, the problem of discrimination 

may arise in these exams, which are essentially for ranking purposes; therefore, performances will need 

to be scored separately in several dimensions with an analytical rubric as in this study. Considering that 

in rubric-based scoring methods, each performance has to be scored by at least two raters and an 

experienced rater is involved in case of disagreement, it can be said that rating time with ACJ is quite 

reasonable. 
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MoNE and ÖSYM have been working on four-skills language proficiency exams for some time. 

These exams are intended to measure not only writing skills but also speaking skills. The ACJ can be 

used to score not only writing skills but also speaking skills, which is another productive skill. The fact 

that high reliability values can be obtained by focusing only on which performance is better, makes it 

possible to use the ACJ in different dimensions of such exams that are suitable for holistic assessment. 

However, it should be kept in mind that this study is the first application research on the use of the ACJ 

method at the K-12 level in Turkey. For this reason, it can be stated that more research should be 

conducted on the usability of ACJ at the K-12 level. 

Based on the results, a high level of reliability was found in all conditions evaluated in the study. 

It is generally accepted that when CJ is utilized, raters can be asked to consider only validity when 

making their decisions. Indeed, the results were found to be highly reliable (Jones & Davies, 2023; Pollitt, 

2012). 

Based on the results of the current study, researchers may be recommended to develop an 

alternative selection algorithm to the adaptive selection algorithm in future studies. In addition, a 

reference set-based comparative judgement study can be carried out, which can also mediate the 

standardization process. In the reference set-based approach, adaptive selection algorithm, Bayesian 

adaptive selection algorithm or new selection algorithms to be developed by researchers can be utilized. 

The research is limited by the standard error termination rule and sample size in terms of simulation 

factors. In future research, the number of simulation factors can be increased. In this direction, different 

standard deviation values can be used when generating the ability distribution with a normal 

distribution. The effects of using the standard error termination rule and the adaptive selection 

algorithm can be examined in the case of more variation in objects’ ability levels. The number of raters 

was not examined in this research. In future studies, the number of raters can be differentiated, and the 

effects on the reliability of ACJ can be examined by making changes in the level of agreement among 

raters. 
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Appendix 1 

 

Figure 6. The relationship between ACJ ability estimates and two rubric scores 


